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Sentence Compression for Aspect-Based
Sentiment Analysis

Wanxiang Che, Yanyan Zhao, Honglei Guo, Zhong Su, and Ting Liu

Abstract—Sentiment analysis, which addresses the computa-
tional treatment of opinion, sentiment, and subjectivity in text,
has received considerable attention in recent years. In contrast to
the traditional coarse-grained sentiment analysis tasks, such as
document-level sentiment classification, we are interested in the
fine-grained aspect-based sentiment analysis that aims to identify
aspects that users comment on and these aspects’ polarities. As-
pect-based sentiment analysis relies heavily on syntactic features.
However, the reviews that this task focuses on are natural and
spontaneous, thus posing a challenge to syntactic parsers. In
this paper, we address this problem by proposing a framework
of adding a sentiment sentence compression (Sent_Comp) step
before performing the aspect-based sentiment analysis. Different
from the previous sentence compression model for common news
sentences, Sent_Comp seeks to remove the sentiment-unnecessary
information for sentiment analysis, thereby compressing a com-
plicated sentiment sentence into one that is shorter and easier
to parse. We apply a discriminative conditional random field
model, with certain special features, to automatically compress
sentiment sentences. Using the Chinese corpora of four product
domains, Sent_Comp significantly improves the performance of
the aspect-based sentiment analysis. The features proposed for
Sent_Comp, especially the potential semantic features, are useful
for sentiment sentence compression.

Index Terms—Aspect-based sentiment analysis, potential se-
mantic features, sentence compression, sentiment analysis.

I. INTRODUCTION

T HE internet holds a considerable amount of user-gen-
erated content describing the opinions of customers on

products and services through blogs, tweets and other social
media forms. These reviews are valuable for customers making
purchasing decisions and companies guiding business activi-
ties. However, browsing the extensive collection of reviews to
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Fig. 1. A parse tree for a sentiment sentence.

search for useful information is a time-consuming and tedious
task. Consequently, sentiment analysis and opinion mining
have attracted significant attention in recent years as they pave
the way for the automatic analysis of user reviews and the
extraction of information most relevant to users.
Sentiment analysis entails several interesting and challenging

tasks. One traditional and fundamental task is polarity classifi-
cation, which determines the overall polarity (e.g., positive or
negative) of a sentence or document [1], [2], [3]. However, these
tasks are coarse-grained and cannot provide detailed informa-
tion, such as the aspects on which the users comment. Recently,
there has been a shift towards the fine-grained tasks, such as
aspect-based (or “feature-based”) sentiment analysis, which
not only involves analyzing the opinionated text’s polarity (e.g.,
positive, neutral, negative) and intensity (e.g., weak, medium,
strong, extreme), but also identifying the aspect (or the topic, or
target entity) of the opinion [4], [5], [6], [7].

Aspect, Polarity word (A-P) collocation extraction and as-
pect polarity recognition can be considered as the basic tasks
of the aspect-based sentiment analysis. For the sentiment sen-
tence “运行速度好糟糕啊” (The running speed is so terrible.)
provided in Fig. 1,1 the A-P collocation extraction attempts to
extract the collocation 运行速度,糟糕 ( running speed, ter-
rible ), while the aspect polarity recognition aims to identify the
“negative” polarity tag through the polarity word “糟糕” (ter-
rible) that modifies the aspect “运行速度” (running speed).
Features derived from syntactic parse trees have been proven

to be particularly useful for the aspect-based sentiment analysis
[8], [9]. For example, in Fig. 1, the syntactic relation “SBV”
(SuBject and Verb) between the aspect and the polarity word2
can be used as an important evidence to extract the A-P collo-
cation 运行速度, 糟糕 ( running speed, terrible ) [11], [6],

1In this paper, we focus on Chinese sentiment analysis task. The similar
method can also be used into other languages.

2A Chinese natural language processing toolkit, Language Technology Plat-
form (LTP) [10], was used as our dependency parser. More information about
the syntactic relations can be found from their paper. The state-of-the-art graph-
based dependency parsing model, in the toolkit, was trained on Chinese Depen-
dency Treebank 1.0 (LDC2012T05).
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Fig. 2. Parse trees before and after compression. (a) before compression
(b) after compression.

[12]. Additionally, several types of syntactic features, such as
the syntactic path between two words, are useful for aspect po-
larity recognition. For example, the syntactic paths between the
aspects and the polarity words can help us determine the correct
polarity word “糟糕” (terrible) instead of the word “好” (good,
very)3 for the aspect “运行速度” (running speed). Thus, the
final polarity for “运行速度” is negative, even though the sen-
tence contains two polarity words, i.e., “好” (good, very) and
“糟糕” (terrible), with opposite sentiment orientations.
However, for the aspect-based sentiment analysis, one major

obstacle of the syntactic features-based approaches is the “nat-
uralness” of the sentiment sentences, which are more natural
or spontaneous and pose a challenge to syntactic parsers. Thus,
several incorrect syntactic features have been produced, and
these can further result in the poor performance of the aspect-
based sentiment analysis. We can use the sentence in Fig. 2(a) as
an example. Because the word “多亏” (fortunately) is so col-
loquial, the parsing result is wrong, which results in the wrong
syntactic features. Thus, we are unable to correctly extract the
A-P collocation 键盘 , 好 ( keyboard, good ). Similarly, an
inaccurate parser can also become an obstacle for the aspect po-
larity recognition.
In return, the improvement in the syntactic parsing perfor-

mance would have a ripple effect on the aspect-based sentiment
analysis. Therefore, to solve the “naturalness” problem, we can
improve the performance of the aspect-based sentiment analysis
by enhancing the syntactic parsing results. For example, we can
train a parser on sentiment sentences to acquire a sentiment-spe-
cific parser. Unfortunately, annotating such data will cost us a lot
of time and effort. Instead, we produce a sentence compression
model, Sent_Comp, which is specifically designed to compress
the complicated sentiment sentences into ones that are formal
and easy-to-parse, which further improves the aspect-based sen-
timent analysis. Hence, the sentiment sentence compression can
be considered as a preprocessing step for the aspect-based sen-
timent analysis.
This idea is motivated by the observation that current syn-

tactic parsers generally perform accurately for simple and
formal sentences; however, the error rates increase for more
complex or more natural and spontaneous sentences. For ex-
ample, the sentence in Fig. 2(a) is in a natural and spontaneous
form, and its corresponding parsing result is wrong. However,
if we use the Sent_Comp model to compress the sentence
in Fig. 2(a) into a formal and shortened one in Fig. 2(b) by
removing the colloquial part “多亏 ” (fortunately), we can

3In Chinese, “好” is a polysemous word. In most cases, it expresses the
meaning of “good.” But in the sentence of Fig. 1, it means “very.”

observe that the shortened sentence is well-formed and its
parse tree is correct. Thus, it is easier to accurately extract
the A-P collocation and recognize the aspect polarity from the
compressed sentence.
Sentiment sentence compression is different from traditional

sentence compression. Traditional sentence compression aims
to obtain a shorter grammatical sentence by reserving important
information (generally important grammar structure) [13], [14],
[15]. For example, the sentence “Overall this is a great camera”
can be compressed into “This is a camera” by removing the ad-
verbial “overall” and the modifier “great.” However, the modi-
fier “great,” which is also a polarity word, is extremely impor-
tant for sentiment analysis. Therefore, the Sent_Compmodel for
sentiment sentences is required to reserve the important senti-
ment information, such as the polarity word. Accordingly, using
Sent_Comp, the above sentence should be compressed into “this
is a great camera.”
We regard Sent_Comp for the aspect-based sentiment anal-

ysis as a sequence labeling task, which can be solved using the
Conditional Random Fields (CRF) model. Instead of seeking
the manual rules on parse trees for compression, as in other
studies [16], the CRF-based method is an automatic procedure.
In this study, we introduce certain sentiment-related features,
such as perception and polarity features, and potential semantic
features, such as word embedding features and word clustering
features, for the Sent_Comp model.
We apply Sent_Comp as the first step of the basic aspect-

based sentiment analysis task: A-P collocation extraction. First,
we use the Sent_Comp model to compress the sentiment sen-
tences into ones that are easier to parse. Then, we use the state-
of-the-art aspect-based sentiment analysis approaches on the
compressed sentences. The experimental results of the Chinese
corpora for four product domains indicate that the approaches
using Sent_Comp can achieve significant improvements over
the approaches without Sent_Comp, which indicates that the
sentiment sentence compression is effective for the aspect-based
sentiment analysis.
The primary contributions of this paper can be concluded as

follows:
• We present a framework for using the sentiment sentence
compression model to improve the aspect-based sentiment
analysis. This framework can better solve the “over-nat-
ural” problem of sentiment sentences, which poses a chal-
lenge to the syntactic parsers used in the sentiment anal-
ysis. More importantly, the idea of this framework can be
applied to other sentiment analysis tasks that rely heavily
on syntactic results.

• We develop a simple yet effective compression model
Sent_Comp for sentiment sentences. To the best of our
knowledge, this is the first sentiment sentence compres-
sion model.

• We propose several features for Sent_Comp, in which po-
tential semantic features are particularly effective.

This paper is organized as follows: Section II details the
proposed sentiment sentence compression model Sent_Comp
which combines the CRF and efficient features; Section III in-
troduces a state-of-the-art algorithm for the aspect-based
sentiment analysis; Section IV evaluates our models on both
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Fig. 3. “Naturalness” problem of sentiment sentences. (a) parse tree 1 before and after compression (b) parse tree 2 before and after compression.

aspect-based sentiment analysis tasks and other sentiment anal-
ysis tasks; Section V provides the related work on sentiment
analysis and sentence compression; and lastly we conclude this
paper in Section VI.

II. SENTIMENT SENTENCE COMPRESSION

A. Task Analysis
In this section, two questions need to be explained. The first

question is that in the sentiment sentences, which are completely
different from common sentences, what types of elements need
to be compressed. The second question is how to compress the
over-natural sentiment sentences into easy-to-parse sentences.
What to be compressed: Different from the common news

sentences, the compression model for the sentiment sentences
aims to not only compress the redundancy in sentences, but
also retain the polarity-related information, such as the polarity
words needed to maintain the sentence’s original polarity.
We can make an observation of the sentiment sentences that

have the wrong syntactic parsing results, from which we can
learn what elements need to be compressed. A few examples
are listed below.
• Colloquial form: certain sentiment sentences are so collo-
quial that they cause several difficulties to the parser. For
example, in the sentence “多亏键盘好” (fortunately the
keyboard is good), as indicated in Fig. 2, the usage of the
colloquial word “多亏” (fortunately) affects the accuracy
of the syntactic parser.

• Conjunction word usage: conjunction words are always
used in sentiment sentences to indicate the discourse re-
lations between two sentences. However, there are several
conjunction words in Chinese, some of which can cause er-
rors for parsers. For example, in Fig. 3(a), the parse tree of
the sentence “除了相片较好” (besides the photo is good)
is wrong because of the usage of the conjunction word “除
了” (besides). Meanwhile, dropping the conjunction words
from the sentiment sentences does not affect the meaning
or the polarity orientation of the original sentence.

• Perception words/phrase usage: in sentiment sentences,
people always use certain perception words/phrases,
such as “给人的感觉” (feel like) in Fig. 3(b) or “闻起
来” (smell like). Given that the current syntactic parser
cannot appropriately handle the perception words/phrases,
the A-P collocation 屏幕 , 不错 ( ) in
Fig. 3(b) cannot be extracted correctly.

To address the “naturalness” problem, we propose com-
pressing the sentiment sentences into ones that are shorter
and easier-to-parse. Similar to the examples in Figs. 2 and 3,
the compressed sentences can be easily and correctly parsed,

which are further useful for the sentiment analysis tasks that are
heavily dependent on syntactic parsers, such as the aspect-based
sentiment analysis.
The above analysis can be used as a criteria to guide us in

compressing the sentiment sentences when annotating and help
us exploit the useful features for the automatic sentiment sen-
tence compression.
How to Compress: Generally, there are two types of sen-

tence compression methods that have been previously studied
for common sentences: the extractive method and the abstrac-
tive method. The extractive method preserves the essential con-
tent of the sentence by dropping certain unimportant words.
The abstractive method compresses an original sentence by re-
ordering, substituting, inserting, and removing its words [18].
Clearly, the abstractive method requires more resources and

is more complicated. More importantly, this type of method
can easily change the original aspects or the polarity words,
which are always treated as the important elements in the as-
pect-based sentiment analysis tasks. Therefore, in this paper, we
focus on only the extractive approach to compress the sentiment
sentences.
A traditional sentence compression model deletes the unnec-

essary words and reserves the basic content, thus the primary el-
ements for the sentiment analysis, such as the polarity words and
aspects, are more likely to be dropped. Based on the above anal-
ysis, the principle for the sentiment sentence compressionmodel
is to reserve the sentiment-related words, besides reserving the
basic content.

B. Task Definition

Formally, an extractive sentence compression aims to shorten
a sentence into a substring , where

, .
The sentiment sentence compression task can be converted

into a classic classification problem, in which each word in a
sentiment sentence is classified as “delete” or “reserve.” Sim-
ilar to the work of Nomoto et al. [19], in this paper we re-
gard the sentiment sentence compression as a sequence labeling
task, which can be solved using the Conditional Random Fields
(CRF) model.
We assign a compression tag to each word in an original

sentence , where

For instance, the sentence from Fig. 3(b)
屏幕/screen给/for人/people的/感觉/feel不错/good
can be tagged into:
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TABLE I
FEATURES OF SENTIMENT SENTENCE COMPRESSION FOR ASPECT-BASED
SENTIMENT ANALYSIS. IS THE WORD, AND IS THE POS TAGGING.

AND ARE BOTH BINARY FEATURES TO
INDICATE WHETHER A WORD IS A PERCEPTION (POLARITY) WORD
OR NOT. AND ARE THE LAST AND THE FIRST

CHARACTER OF A CHINESE WORD. REPRESENTS THE BROWN
WORD CLUSTERING FEATURE, AND IS THE WORD
EMBEDDING FEATURE. BOTH AND
HAVE MULTIPLE DIMENSIONS. IS THE DEPENDENCY

RELATION BETWEEN A WORD AND ITS PARENT

屏幕 给 人 的 感觉 不错
A first-order linear-chain CRF is used, which defines the con-

ditional probability as follows:

(1)

where and are the input and output sequence, respectively;
is the partition function; and is the clique potential for

the edge clique .
Based on previous studies, feature selection and representa-

tion are essential for this task.

C. Features
The features for the sentiment sentence compression model

Sent_Comp are listed in Table I, which can be divided into
two parts. The first part is the features used in common sen-
tence compression, including word ( ), POS tagging ( ) and
their combination context features (01–04). These are known
as Basic Features. Because sentiment sentences are slightly
different from common sentences, we need to introduce certain
special features. We have designed the sentiment-related fea-
tures (05–06) and potential semantic features (07–09) to better
handle sentiment analysis data and generalize word features,
which comprise the second part. Lastly, we add the syntactic
parse features (10), which are commonly used in traditional
sentence compression task. In this section, we primarily intro-
duce several sets of special features for the sentiment sentences
below.
The first set is Sentiment-related Features, which depict

how to process the sentiment-related elements of a sentiment
sentence during the compression. For example, we can delete
certain perception words, such as “I think”, which do not
change the meaning and the sentiment orientation of the orig-
inal sentence but are always wrongly parsed. Conversely, we
cannot delete the polarity words, such as “perfect”, that are
essential to sentiment sentences. In this paper, we design two

types of sentiment-related features: Perception Features and
Polarity Features.
Perception Features: The perception feature

indicates whether a word is a perception word. This type of
feature is inspired by the naturalness problem in Fig. 2(b). As
discussed above, the current parser produces wrong parse trees
because of these perception words. Therefore, the perception
words tend to be removed from a sentiment sentence for the
sentiment sentence compression model Sent_Comp. We can ob-
tain a perception word lexicon from HowNet,4 a popular Chi-
nese sentiment thesaurus, where a perception word is defined
by 感知} tag. Lastly, we collected 38
perception words, such as发觉 (realize),发现 (find) and认为
(think). The perception features are represented as binary fea-
tures; if the word is a perception word, we tag it with “Per-
ception”, otherwise, we tag it with “no_Perception.”
Polarity Features: The polarity feature indi-

cates whether a word is a polarity word. One of the primary dif-
ferences between the sentiment sentences and the common news
sentences is that the former typically contain polarity words. In
contrast to the , polarity words tend to be re-
served because they are important and specific to the sentiment
analysis. For example, if we delete “great” from the sentence
“overall this is a great camera”, the sentence turns into an ob-
jective sentence without a sentiment orientation. In this paper,
we treat polarity words as important features, considering that
they are always considered as modifiers and can be easily re-
moved using common sentence compression methods.
We can obtain the polarity feature from a po-

larity lexicon, which can also be obtained fromHowNet. Similar
to the perception features, polarity features are also represented
as binary features. If the word is a polarity word, we tag it
with “Polarity”, otherwise, we tag it with “no_Polarity.”
Aside from the basic features and the apparent sentiment-re-

lated features described above, we also explore a few deep and
Potential Semantic Features to generalize the words in senti-
ment sentences, primarily including word suffix/prefix character
features, Brown word clustering features and word embedding
features.
Suffix and Prefix Character Features: The first type of po-

tential semantic features is a suffix or prefix character feature
( or ). In contrast to English, the suffix or
prefix characters of a Chinese word often carry that word’s core
semantic information. For Chinese nouns, the suffix can carry
this information. For example,自行车 (bicycle),汽车 (car) and
火车 (train) are all various types of车 (vehicle), which is also
the suffix of the three words. Given that all of themmay become
aspects, they tend to be reserved in compressed sentences. Thus,
the suffix character features are important. Furthermore, for the
words that are not nouns, such as verbs, the prefix can always
carry the core information. For example, both verbs感觉 and感
到, can be denoted by their prefix feel (感), and they can be re-
moved from the original sentences because they are perception
words. Similarly, the prefix character features are also useful.
Brown Word Clustering Features: We use a word clustering

feature ( ), which is a typical low-dimensional and

4www.keenage.com
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generalized word representation, as another potential semantic
feature to further improve the generalization over common
words. The word clustering features contain certain semantic
information and have been successfully used in several nat-
ural language processing tasks, including NER [20], [21] and
dependency parsing [22]. For instance, the words 外观 and
样子 (appearance) belong to the same word cluster, even
though they have different suffixes or prefixes. Both words
are important for aspect-based sentiment analysis, and both of
them should be reserved for sentiment sentence compression.
Apparently, word clustering features can help us group and
generalize the words.
The Brown word clustering algorithm [23] is one of the most

effective word clustering algorithms. Liang et al. [24] presented
an optimization method to significantly reduce the traditional
clustering time to obtain the word clusters. Raw texts that
have been used to train the Brown word clustering algorithm
are obtained from the 5th edition of the Chinese Gigaword
(LDC2011T13). The output of the Brown algorithm is a binary
tree, where each word is uniquely identified by its path from the
root. Thus, each word can be represented as a bit-string with a
specific length. We can easily obtain the expected clusters by
keeping only a certain length of the bit-string prefix. Lastly,
we induce 1,000 Brown clusters of words, which is the same
setting used in the prior study [25], [22]. These clusters are
assigned separate cluster IDs.
Using the Brown word clustering features, we can better

generalize similar-meaning but different-representation words,
such as外观 and样子 (appearance).
Word Embedding Features: A word embedding is a function

that maps words in a certain language to dense, continuous, and
low-dimensional vectors (perhaps 50 to 500 dimensions) [26].
This type of ‘map’ of words ensures that similar words are dis-
tributed close together. Thus, word embedding can be treated as
a type of soft word clustering. Consequently, word embeddings
can be beneficial for a variety of NLP applications in different
ways; the most simple and general way is to be fed as features
to enhance existing supervised NLP systems. Previous studies
have demonstrated the effectiveness of the continuous word em-
bedding features in several tasks, such as chunking and NER
using generalized linear models [25], [27].
Based on the above discussion, we consider using

features as one type of potential semantic fea-
tures to represent each word of a sentiment sentence. If the word
embedding features of two words are similar, it can indicate
that they should have the same operation (delete or not) during
the sentiment sentence compression. For instance, the word
embeddings of the word不错 and给力 (good) are similar, and
they should be reserved. Word embeddings can be learned from
large-scale unlabeled texts through context-predicting models
(e.g., neural network language models) or spectral methods
(e.g., canonical correlation analysis) in an unsupervised setting.
In this paper, an efficient open-source implementation of the
Skip-gram model is adopted.5 We apply a negative sampling
method for optimization as well as an asynchronous stochastic
gradient descent algorithm (Asynchronous SGD) for parallel

5code.google.com/p/word2vec/

TABLE II
AN EXAMPLE OF THE FEATURES FOR THE WORD “感觉”

weight updating. We set the dimension of the word embed-
dings to 50. A higher dimension is thought to bring more
improvements in semi-supervised learning, but its comparison
is beyond the scope of this paper.
Dependency Features: Lastly, similar to several previous

sentence compression studies, such as the work of McDonald
et al. [28], we also add the dependency relation between a
word and its parent as the syntactic features. Intuitively, the

relations are beneficial in conducting sentence
compression. For example, the relation typically indicates
that the word should not be removed because it is the main verb
of a sentence.
Even so, because the syntactic parsing results for sentiment

sentences are not as perfect as those for common news sen-
tences, the dependency features may be not so efficient as those
in the common sentence compression model.
Compared with [17], this study explores more potential se-

mantic features, such as word embedding features, which lead
to improving the performance of the sentiment sentence com-
pression model for the aspect-based sentiment analysis.
To better understand the above features, we provide an ex-

ample to illustrate all the features in Table II. Based on the fea-
ture list in Table I, we acquire all the corresponding features for
the word “感觉” (feel) in the example “屏幕/screen给/for人
/people的/感觉/feel不错/good” in Section II-B as follows.

III. FRAMEWORK FOR ASPECT-BASED SENTIMENT ANALYSIS
WITH SENTIMENT SENTENCE COMPRESSION

A. Framework
Sentiment sentence compression can be considered as a pre-

processing step for the aspect-based sentiment analysis tasks
that are heavily dependent on syntactic parsing results. Fig. 4 de-
picts the framework that uses sentiment sentence compression
for the aspect-based sentiment analysis.
In this paper, we primarily focus on studying the compres-

sion model on sentiment sentences (Section II), and applying
this model to the basic aspect-based sentiment analysis tasks
(Section III) to demonstrate its effectiveness.

B. State-of-the-Art Algorithm for Aspect-based Sentiment
Analysis
In this section, we introduce the state-of-the-art algorithm for

the aspect-based sentiment analysis [6], which we used as our
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Fig. 4. The framework of using sentiment sentence compression for aspect-based sentiment analysis.

Fig. 5. Example of syntactic structure rules for A-P collocation extraction. We show five examples from a total of nine syntactic structures. For each kind of
syntactic structure (a) to (e), the aspect is shown with a red box and the polarity word is shown with a green box. Syntactic structures (a) to (c) describe the
relations between aspects and polarity words. Syntactic structure (d), which is extended from (a), describes the relation between two aspects. Syntactic structure
(e), which is also extended from (a), describes the relation between two polarity words. Similarly, we can summarize the other four rules extended from (b) and (c)
to describe the relations between two aspects or two polarity words. (a) syntactic structure 1 (b) syntactic structure 2 (c) syntactic structure 3 (d) syntactic structure
4 (e) syntactic structure 5.

baseline system. They proposed a double propagation method
to extract the A-P collocations, aspects and polarity words. This
idea is based on the observation that there are natural syntactic
relations between polarity words and aspects owing to the fact
that polarity words are used to modify the aspects. Furthermore,
they also discovered that the polarity words and aspects them-
selves had relations in certain sentiment sentences.
Based on this idea, in the double propagation method, we first

used an initial seed polarity word lexicon and syntactic relations
to extract the aspects, which can fall into a new aspect lexicon.
Then, we used the aspect lexicon and the same syntactic rela-
tions to extract the polarity words to expand the polarity word
lexicon in return. This is an iterative procedure, i.e., this method
can iteratively produce the new polarity words and the aspects
back and forth using the syntactic relations.
We can observe that the syntactic relations are important to

this method, and Qiu et al. [6] proposed eight rules to describe
these relations. However, their study focused on only English
sentences whereas the relations for Chinese sentences are dif-
ferent. Thus, in accordance with Chinese grammar, we propose
nine syntactic structure rules between the aspect and the po-
larity word to extract the Chinese A-P collocation . The
three primary rules are provided below, and certain example
rules are illustrated in Fig. 5.

Rule 1: , expresses the “subject-verb” structure be-
tween and , such as the example in Fig. 5(a).

Rule 2: , expresses that is a modifier for , such
as the example in Fig. 5(b).
Rule 3: , expresses the “subject-verb-object”
structure between and , such as the example in Fig. 5(c).
The symbol denotes any word.

The other six rules can be extended from the three primary
rules by obtaining the coordination (COO) relation of or .
For example, in Fig. 5(d) and in
Fig. 5(e) are extended from Fig. 5(a). It should be noted that the
POS for should be a noun, and the POS for should be an
adjective.
Apparently, the classic aspect-based sentiment analysis

tasks, such as the A-P collocation extraction or aspect extrac-
tion, rely heavily on syntactic parsers, especially the syntactic
relation features between two words. Meanwhile, as described
in Section I, another aspect-based sentiment analysis task, i.e.,
aspect polarity recognition, relies on the polarity of the polarity
word in the extracted A-P collocation, which indicates that this
task indirectly relies on syntactic parsers. Hence, if we can
use the Sent_Comp model to improve the performance of the
parsers, then the performance of the aspect-based sentiment
analysis can be improved accordingly.
However, for the other sentiment analysis tasks, such as the

traditional sentence sentiment classification task [29], [30], [31],
the sentiment sentence compression model may be of little use.
The reason is that the state-of-the-art method for sentence senti-
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TABLE III
STATISTICS FOR THE CHINESE CORPORA OF FOUR PRODUCT DOMAINS

ment classification is the machine learning based method com-
bined with certain features, in which syntactic features are not
important. Moreover, machine learning based methods require
rich features; however, the features are significantly reduced
after using the sentence compression model. In this paper, we
will provide a few experiments and discussions to demonstrate
what types of tasks that the sentiment sentence compression
model is suitable for.

IV. EXPERIMENTS

A. Experimental Setup
Corpora: The corpora that the experiments have been con-

ducted on are obtained from two sources. The first source is
the Task3 of the Chinese Opinion Analysis Evaluation (COAE)
[32],6 which includes four product domains, i.e., digital camera,
car, phone and notebook. The other source is from the work
of Zhao et al. [33], which includes two product domains, i.e.,
digital camera and phone. Table III describes the statistics of
the corpora, where 6,584 sentiment sentences containing 6,652
A-P collocations are manually identified and annotated from
878 reviews.
Evidently, it is simple to evaluate the performances of the as-

pect-based sentiment analysis tasks, such as the A-P colloca-
tion extraction task, using the corpora in Table III. However,
to evaluate the performance of the sentiment sentence compres-
sionmodel Sent_Comp, we request a few annotators tomanually
compress all the sentiment sentences in Table III into shorter
ones to train and test the Sent_Compmodel. Specifically, the an-
notators delete certain words from a sentiment sentence based
on the eight types of annotation rules in Appendix A. For these
sentences that cannot meet the rules, they annotate them based
on the following two criteria: (1) deleting the word that cannot
change the essential content of the sentence, and (2) deleting the
word that cannot change the sentiment orientation of the sen-
tence. To assess the quality of the annotation, we sample 500
sentences from these corpora and request two experts to perform
the annotation. The resulting word-based Cohen’s kappa [34],
which is a measure of inter-annotator agreement ranging from
zero to one, is approximately 0.7, indicating a good strength of
agreement. Additionally, according to the corpora statistics, we
observe that approximately 50% of the sentiment sentences can
be manually compressed, indicating that the Sent_Comp model
can be used in several sentiment sentences.
Evaluation: Generally, the compressions are evaluated using

three criteria [28], i.e., grammaticality, importance, and com-
pression rate. Clearly, the grammaticality and importance are
difficult to evaluate objectively. Previous studies used human
judgment, which is difficult and expensive. In this paper, we

6www.ir-china.org.cn/coae2008.html

TABLE IV
THE RESULTS OF SENTIMENT SENTENCE COMPRESSION

WITH DIFFERENT FEATURE SETS

simply use the F-scoremetric of removedwords to roughly eval-
uate the performance of the sentiment sentence compression.
The evaluation functions are defined below. Evidently, the final
effectiveness of the sentence compression model can also be re-
viewed by the final aspect-based sentiment analysis results.

Additionally, we apply the traditional , , and -score to eval-
uate the A-P collocation extraction task. Specifically, a fuzzy
matching evaluation is used. Namely, given an extracted A-P
collocation , whose standard result is , if
and , we can consider the extracted as a correct
A-P collocation.

B. Sentiment Sentence Compression Results
In this section, we present the experimental results of the sen-

timent sentence compression model Sent_Comp with different
feature sets individually in Table I, i.e., Basic Features (BF),
Sentiment-related Features (SF), Potential Semantic Features
(PSF) and Syntactic Features (SynF). All the experiments are
conducted using ten-fold cross validation.
The comparative results are provided in Table IV.We observe

that the SF feature set, i.e., the perception feature (05) and the
polarity feature (06), can improve the performance of the senti-
ment sentence compression with a small increase in the -score.
The reason is that both the perception and the polarity features
are lexical features that have overlaps with the BF feature set.
The second type of feature set, the PSF feature set can sig-

nificantly improve the performance over the BF feature set. It is
reasonable that the PSF feature set explores the deep semantic
representation of each word that is hidden behind the literal rep-
resentation in the BF features. Therefore, this potential semantic
feature set is complemental to the literal basic feature set. Three
types ofmethods, i.e., the suffix/prefix character (07), the Brown
word clustering (08) and the word embedding (09), are proposed
to represent the potential semantic features of each word in the
sentiment sentence. The detailed performances of these three
potential semantic features are presented in Table IV. We can
observe that all three types of features are effective. Here, we
can also observe that the performance of adding word embed-
ding features is a little lower than the other two kinds of features.
The reason is that the word embedding features are just one type
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of the potential semantic features for sentiment sentence com-
pression; they are supplementary to the other potential semantic
features, i.e., the suffix/prefix character (07), the Brown word
clustering (08), but not antagonistic to them. That is to say, al-
though word embedding features failed to achieve better results
than the other potential semantic features, once combining them
together, the final system can outperform each of separate fea-
tures. The similar conclusion was reached on other NLP tasks,
such as the NER and Chunking tasks in [25] and the NER task
in [27].
Nonetheless, from Table IV, it can be observed that the

features (10) have a negative effect on the sen-
timent sentence compression performance. This is completely
different from the compression model for common news sen-
tence, in which the syntactic features are the most necessary
features [19], [28]. The reason for this fact is easily explained.
The lower dependency parsing performance for the sentiment
sentences introduces several wrong dependency relations,
which counteract the contribution of the dependency relation
features. This is also the reason why we need to compress
the sentiment sentences as the first step of the aspect-based
sentiment analysis. Lastly, when we combine all of the useful
features (01–09), the performance achieves the highest score.
It is worth noting that the sentiment sentence compression

is a new task proposed in this paper. For simplicity, this paper
aims to attempt a simple yet effective sentiment sentence
compression model. Several studies, such as selecting more
useful features or polishing the model, can be performed on the
Sent_Comp model in the future.

C. Effectiveness of Sentiment Sentence Compression Model
for Aspect-based Sentiment Analysis

We select a traditional aspect-based sentiment analysis task,
i.e., the A-P collocation extraction task, as a case study for
two purposes. The first purpose is to demonstrate whether
the Sent_Comp is reasonable for the aspect-based sentiment
analysis. The second purpose is to demonstrate whether the
approach proposed for the sentiment sentence compression in
Section II is effective.
We design three comparative systems for the A-P collocation

extraction below. It should be noted that Sent_Comp is the first
step in correcting the corpora before the aspect-based sentiment
analysis. Furthermore, the method for the A-P collocation ex-
traction is the state-of-the-art method proposed by Qiu et al. [6],
which has been described in Section III in detail.
• no_Comp This refers to the system that uses only the
A-P collocation extraction method and does not perform
Sent_Comp as the first step.

• manual_Comp This system manually compresses the
corpora into new ones as the first step, and then applies the
A-P collocation extraction method on the new compressed
corpus.

• auto_Comp This system uses Sent_Comp as the first step
to automatically compress the corpora into new ones, and
then applies the A-P collocation extraction method on the
new corpora.

From the descriptions above, we can observe that the first
system does not use the compression model, and the other
two systems use the Sent_Comp model as the preprocessing

TABLE V
RESULTS ON A-P COLLOCATION EXTRACTION FOR FOUR PRODUCT DOMAINS

step. Furthermore, we can draw a conclusion that the per-
formance of manual_Comp can be considered as the upper
bound for the sentence compression based A-P collocation
extraction task.
Table V presents the experimental results of the three systems

using the A-P collocation extraction method for the four product
domains. Here, themanual_Comp can significantly ( )
improve the F-score by approximately 5%7 compared with that
of the no_Comp. This result illustrates that the idea of senti-
ment sentence compression is useful for A-P collocation ex-
traction. Specifically, the proposed method can transform cer-
tain over-natural sentences into normal ones, further influencing
their final syntactic parsers. Evidently, because the A-P colloca-
tion extraction relies heavily on the syntactic features, the more
correct syntactic parse trees derived from the compressed sen-
tences can help increase the performance of the basic task of
aspect-based sentiment analysis.
Compared with the no_Comp, the auto_Comp system also

yields a significantly better result ( ) that indicates an
improvement of 3% in the F-score, despite the fact that the au-
tomatic sentence compression model Sent_Comp may wrongly
compress certain sentences. We observe that the F-score of the
Sent_Comp is approximately 70%, which is not perfect. How-
ever, the Sent_Comp model is still effective for A-P colloca-
tion extraction. These results demonstrate that the idea of using
sentiment sentence compression for the aspect-based sentiment
analysis is reasonable and further prove that our CRF model
combined with several feature sets used in the Sent_Comp is
effective.
Moreover, we can observe that the idea of sentence com-

pression and our Sent_Comp model are useful for all four
product domains in the A-P collocation extraction task, which
indicates that the Sent_Comp model is domain-independent.
However, we can observe a small gap between auto_Comp and
manual_Comp, which indicates that the Sent_Comp model
can still be improved further. In the future, we will explore
more effective sentence compression algorithms to bridge the
gap between the two systems.
Further, Table VI lists several actual examples that are res-

cued using the compressed sentences. Here, the first column is

7We use paired bootstrap resampling significance test [35].
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TABLE VI
ACTUAL EXAMPLES THAT ARE RESCUED USING THE COMPRESSED SENTENCES

the example number. We have listed 10 examples. The second
column shows the original sentences before compression; in
each example, we extract each A-P collocation using the state-
of-the-art algorithm, in which the aspect is labeled in red and the
polarity word is labeled in green. If no aspect or polarity word is
labeled, this indicates that no A-P collocation is extracted. The
third column shows the sentences after compression; in each
example, we use the same algorithm to extract the A-P colloca-
tion and use the same color to label the aspects and the polarity
words. The gold A-P collocation for each sentence is shown in
the fourth column.
From Table VI, we can observe that:
• After compression, we can correctly extract all the A-P col-
locations from the compressed sentences. In contrast, be-
fore compression, we can just extract the A-P collocations
from two example sentences (No.2 and No.10), and both
of them are wrongly extracted. We cannot extract the A-P
collocations from the other 8 examples due to the imper-
fect syntactic results.

• These examples can illustrate that our proposed sentiment
sentence compression method can compress the over-nat-
ural sentiment sentences into easy-to-parse sentences. And
further, on the more correct syntactic parsing results, the
performance of the A-P collocation extraction task is much
better.

According to the definition from SemEval-2014 Task 4: As-
pect Based Sentiment Analysis [30], the aspect-based sentiment
analysis aims to identify the aspects of the entities being re-
viewed and determine the sentiment that the reviewers express
for each aspect. The aspect and its polarity are the cores of the
aspect-based sentiment analysis; therefore, the A-P collocation
extraction mentioned in this paper is the most basic and classic
task of the aspect-based sentiment analysis.
Theoretically, the sentiment sentence compression could be

effective for other aspect-based sentiment analysis tasks, such
as aspect polarity recognition and aspect extraction, because
these tasks are dependent on the syntactic parsing results. For
example, when extracting the A-P collocations, we can extract

the aspects and generate the polarity word lexicon simultane-
ously [6]. Moreover, based on the statistics of the Chinese sen-
timent analysis corpora [33], more than 60% of sentiment sen-
tences have A-P collocations. Clearly, the polarity of the aspect
can be correctly assigned by the polarity of its modifying po-

larity word . Therefore, based on the A-P collocations, we can
easily recognize more than 60% of the aspects’ polarities.

D. Error Analysis
In this part, we make an error analysis on the results of

Section IV-C. We randomly sample 500 sentences including
508 A-P collocations from the four domains, and compare the
error distributions on the aspect-based sentiment analysis task
when the compression results are correct and not. The results
are shown in Table VII. The second and the third column
describe the numbers of the A-P collocations, the ratios of the
three kinds of errors, and the ratios of the correct results, when
applying the aspect-based sentiment analysis algorithm on the
correctly and incorrectly compressed sentences. It should be
noted that the compressed sentences are automatically obtained
using the Sent_Comp model in Section II.
By analyzing the extracted A-P collocations, we observed

three kinds of errors.
• Algorithm Error: it is caused by the algorithm of the
aspect-based sentiment analysis that is introduced in
Section III-B.

• Syntactic Parsing Error: it is caused by the incorrect syn-
tactic parsing results, such as the examples in Fig. 2 and
Fig. 3.

• Compression Error: it is caused by the incorrect senti-
ment sentence compression results. For example, using the
compression model Sent_Comp, an actual sentiment sen-
tence of our corpora “充电器比较差” (“the charger is
rather poor” in English) has been compressed into “比较
差” (“rather poor” in English) by deleting the word “充电
器” (“the charger” in English) which is also the aspect of
this sentence, thus leading that we cannot extract the A-P
collocation from the compressed sentence.



2120 IEEE/ACM TRANSACTIONS ON AUDIO, SPEECH, AND LANGUAGE PROCESSING, VOL. 23, NO. 12, DECEMBER 2015

TABLE VII
ERROR DISTRIBUTIONS ON SENTIMENT ANALYSIS WHEN THE

COMPRESSION RESULTS ARE CORRECT AND NOT

From Table VII, it can be observed that the “Algorithm
Error” and “Syntactic Parsing Error” can appear when ap-
plying the sentiment analysis algorithm on both the correctly
compressed sentences and incorrectly compressed sentences.
However, the third kind “Compression Error” can just appear
when conducting on the incorrectly compressed sentences.
Further, we can reach the following conclusions.
• The ratios of the “Algorithm Error” are comparative when
applying the sentiment analysis algorithm on the correctly
compressed sentences (15.64%) and the incorrectly com-
pressed sentences (17.80%). It is reasonable, because we
use the same aspect-based sentiment analysis algorithm on
both the correctly and incorrectly compressed sentences.

• Comparing the ratios of the “Syntactic Parsing Error” on
the correctly and incorrectly compressed sentences, we
can find the ratio is much lower on the correctly com-
pressed sentences (12.31%) than that on the incorrectly
compressed sentences (27.12%). This is obvious, because
correctly compressed sentences can obtain more correct
syntactic parsing results than the incorrectly compressed
sentences. From the results on the correct compressions,
we can also observe that although we have correctly com-
pressed the sentences into the short and easy-to-parse ones,
12.31% of the sentences are still wrongly parsed. We think
these errors could be solved by increasing the performance
of syntactic parsing.

• When applying the sentiment analysis algorithm on the
incorrectly compressed sentences, we observe a special
kind of error “Compression Error”, which accounts for
20.34%. From Table IV, we observe that the compres-
sion model Sent_Comp in our paper is not perfect, thus
leading to some incorrectly compressed sentences that af-
fect the final sentiment analysis performance. But fortu-
nately, more sentences can be compressed correctly, thus
the gain of the sentiment analysis performance from the
correctly compressed sentences can recover the loss from
the incorrectly compressed sentences. This can be verified
in Table V, that is, the sentiment analysis on the com-
pressed sentences performs better than that on the sen-
tences without compression.

E. Impact of Sentiment Sentence Compression Model for other
Sentiment Analysis Tasks

In addition to the aspect-based sentiment analysis tasks,
we also want to determine whether the compression model
Sent_Comp is effective for other sentiment analysis tasks. We
consider a basic and primary sentiment analysis task, sentence
sentiment classification, as a case study, which aims to classify
a sentence into positive, negative and neutral.

TABLE VIII
RESULTS OF USING SENT_COMP ON SENTENCE SENTIMENT CLASSIFICATION

We perform two classicmethods on this task. The first method
is obtained from Pang et al. [29], who selected the unigram
as the feature and used machine learning tools. This method is
the first model for sentence sentiment classification, and several
studies have proven that the unigram feature used in this method
was the most important feature. The second method is obtained
from Mohammad et al. [36], who built a state-of-the-art system
in sentiment analysis of tweets and achieved first place in the
subtasks of the SemEval-2013 competition “Detecting Senti-
ment in Twitter.”
To evaluate the effectiveness of the Sent_Comp model,

three comparative systems are designed for sentence sentiment
classification (SSC).
• no_Comp_SSC This refers to the system using just the
classic sentiment sentence classification method without
using Sent_Comp as the first step.

• manual_Comp_SSC This system manually compresses
the corpora into new ones as the first step and then applies
the classic sentiment sentence classification methods on
the new corpora.

• auto_Comp_SSC This system uses Sent_Comp as the first
step to automatically compress the corpora and then ap-
plies the classic sentiment sentence classification methods
on the compressed corpora.

Table VIII presents the experimental results of the three sys-
tems combined with the two classic methods, i.e., Pang et al.’s
method and Mohammad et al.’s method, on a sentence senti-
ment classification task. Furthermore, we use to eval-
uate this task. Compared with the results of the aspect-based
sentiment analysis, we unfortunately acquire a completely dif-
ferent conclusion. Namely, despite the method (Pang et al.’s or
Mohammad et al.’s) we use, the system no_Comp_SSC that
does not use the compression model Sent_Comp performs better
than both themanual_Comp_SSC and auto_Comp_SSC sys-
tems that use Sent_Comp, even if we manually compress the
corpora in the manual_Comp_SSC.
We make a thorough analysis to explain the results.
• Comparing the results that apply Pang et al.’s method and
Mohammad et al.’s method, we find that although the fea-
tures and resources used in Mohammad et al.’s method are
complex and rich, the performances increase by only ap-
proximately 3%, which is not large. This result can illus-
trate that the unigram feature used in Pang et al.’s method
is the most effective feature for sentence sentiment classi-
fication. Moreover, this can indicate that the syntactic fea-
tures are not necessary for this task. For example, for the
sentence “屏幕/screen 给/for人/people的/感觉/feel不
错 /good” in Fig. 3(b), we can recognize its polarity just
by unigram, especially by the inside polarity word “不错
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/good.” In comparison, syntactic features are almost use-
less. Furthermore, the compression model in our paper is
not perfect. So if we mistakenly delete the polarity word,
such as “不错/good” in this example when using the com-
pression model, it is hard to recognize the polarity just by
the features from the compressed sentence.

• For any machine learning tools, rich features are required.
If we use the compression model Sent_Comp to compress
a long sentence into a short one, the unigram features
are correspondingly reduced and several other useful
features are lost. Therefore, the performances of the sys-
tems using Sent_Comp, i.e., the manual_Comp_SSC
and the auto_Comp_SSC, are slightly lower than that of
the no_Comp_SSC system that does not use it. For ex-
ample, for the sentence “多亏/fortunately键盘/keyboard
好 /good” in Fig. 2, the compressed sentence is “键盘
/keyboard 好 /good.” However, the deleted word “多亏
/fortunately” also has a “positive” sentiment orientation.
Maybe it is helpful for recognizing the sentence’s polarity.
Thus after compression, the features are not as rich as
before.

Based on the above analysis, the reason that the compression
model is not useful for sentence sentiment classification task is
clear. Namely, the sentiment sentence compression model is fit
for tasks heavily dependent on the syntactic parsing results, such
as aspect extraction, A-P collocation extraction, etc. Thus, the
aspect-based sentiment analysis can benefit from this compres-
sion model, as discussed in Part C of Section IV. Conversely,
other sentiment analysis tasks, represented by the task of sen-
tence sentiment classification, cannot benefit from this compres-
sion model because they are not heavily dependent on the syn-
tactic features.

V. RELATED WORK

A. Sentiment Analysis
Earlier research on sentiment analysis primarily focused on

polarity classification, i.e., determining the sentiment orienta-
tion of a sentence or a document [1], [2], [3]. However, these
tasks are all coarse-grained and cannot provide more detailed in-
formation. Recently, there has been a shift towards fine-grained
aspect-based tasks that can identify both the text expressing the
opinion and the aspect of the opinion as well as analyzing its
polarity (e.g., positive, neutral or negative) [37], [5], [6]. The
A-P collocation extraction is the basic task of aspect-based sen-
timent analysis.
To tackle this task, most methods focused on identifying rela-

tionships between the aspects and the polarity words. In earlier
studies, researchers recognized the aspect first and then chose its
polarity word within a window of size [7]. However, consid-
ering that this type of method is too heuristic, the performances
proved to be extremely limited. To solve this problem, several
researchers found that a syntactic pattern can better describe
the relationship between the aspects and the polarity words.
For example, Bloom et al. [11] constructed a linkage specifi-
cation lexicon containing 31 patterns. Qiu et al. [6] proposed a
double propagation method that introduced eight heuristic syn-
tactic patterns to extract the collocations. Xu et al. [12] used the
syntactic patterns to extract the collocation candidates in their
two-stage framework.

Based on the above discussion, we can conclude that the
syntactic features are extremely important in executing as-
pect-based sentiment analysis tasks. However, the “naturalness”
problem can still seriously affect the performance of the syn-
tactic parser. Once our sentiment sentence compression method
can improve the quality of parsing, the performance of several
aspect-based sentiment analysis tasks can be improved as well.
It should be noted that to date, there is no previous study on
using sentence compression models to improve aspect-based
sentiment analysis.

B. Sentence Compression

Sentence compression is a paraphrasing task that aims at gen-
erating sentences that are shorter than the given ones, while pre-
serving the essential content [13]. There are many applications
that can benefit from a robust compression system. For example,
we can use the system to reduce the redundancy in sentences and
generate informative summarization systems [38]. Additionally,
we can use it to compress the complicated sentiment sentences
into easy-to-parse ones to get more accurate syntactic features,
and further improve the tasks that primarily rely on the syntactic
features, such as semantic role labeling [16], relation extraction
[39], etc.
Tree-based approaches were commonly used to compress

sentences [13], [14], [15], which created a compressed sentence
by making edits to the syntactic tree of the original sentence.
However, the automatic parsing results may not be correct;
thus, the compressed tree (after removing constituents from a
bad parse) may not produce a suitable compressed sentence.
McDonald et al. [28] and Nomoto et al. [19] attempted to
solve this problem using discriminative models. They studied
classifiers to determine which words could be dropped by
including features of the words themselves as well as part of
the speech tags and parser trees. Here, the parser trees were soft
evidence to determine whether to remove a word. Accordingly,
the influencers of the parsing errors were reduced. Moreover,
to improve the efficiency of the compression model, recent
studies have been performed on polynomial time inference
algorithms [40] and approximate inference algorithms [41] for
sentence compression.
Currently, the existing sentence compression methods all

focus on formal sentences, and few methods have been studied
for sentiment sentences. As discussed in the above sections, the
current compression models cannot be directly transplanted to
sentiment sentences due to the specificity of the aspect-based
sentiment analysis. Therefore, a new compression model for
sentiment sentences should be established.

VI. CONCLUSION

We present a framework for using a sentiment sentence
compression model Sent_Comp for aspect-based sentiment
analysis. Different from the common sentence compression
model, Sent_Comp not only compresses the redundancy in the
sentiment sentences, but also needs to retain the polarity-related
information to maintain the sentences’ original polarities. Thus,
the over-natural and spontaneous sentiment sentences can be
compressed into more formal and easier-to-parse sentences
after using the Sent_Comp model. Accordingly, the most im-
portant features for the aspect-based sentiment analysis, i.e.,
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APPENDIX A
ANNOTATION RULES WITH COMPRESSION EXAMPLES

syntactic features, can be more correctly acquired to enhance
the performance of this task.
The sentiment sentence compression can be converted to de-

termine each word in a sentiment sentence to be classified as
“delete” or “reserve.” In this paper, we establish a CRF-based
compression model with rich features, including sentiment-re-
lated features and potential semantic features.
We conduct several experiments on the corpora of four

product domains to evaluate the effectiveness of the feature sets
used for Sent_Comp and the effectiveness of the Sent_Comp
model applied in the aspect-based sentiment analysis. Our
experimental results can validate the following points:
• Comparing the feature sets sentiment-related feature (SF)
and the potential semantic feature (PSF) used in mod-
eling Sent_Comp, the PSF set, which uses three types of
methods, i.e., suffix/prefix character features, Brown word
clustering features, and word embedding features, is more
effective in generalizing the words in sentiment sentences.

• Sent_Comp is proven to be effective for the aspect-based
sentiment analysis, which can also demonstrate that the

CRF based method in Section II is effective for the sen-
timent sentence compression task.

• Sent_Comp is useful for the sentiment analysis tasks that
rely heavily on syntactic features, such as the aspect-based
sentiment analysis. However, for the tasks in which the
syntactic features are not necessary, they cannot benefit
from using the Sent_Comp model.

• Sent_Comp is domain-independent.
The idea of using sentiment sentence compression for aspect-

based sentiment analysis can be considered as a basic frame-
work. We believe that more sentiment analysis tasks that rely
heavily on syntactic features will benefit from the sentiment sen-
tence compression model.

APPENDIX A
Please see table at the top of the page.
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